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SIMULATION, VISUALISATION AND DATA STORAGE

The visualization system consists of three types of modules:
computational server (data processing and analysis)
proxy server (communication)
presentation module – client’s application
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General architecture
of the visualization system
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� There are goals of the VSS:
�

�

�

Extension of functionalities of the local HSM systems,

development of meta-database for localization of the distributed
data,

development of Application Programming Interface (API) for
communicating with the VSS modules

�
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subsystem for fast access to large files residing on tapes,
subsystem for estimation of data access time,

Connections and sample configuration of the system

� VSS functionalities are
following:
�

�

�

�

replica selection,

ordering of future transfers,

fast access to fragments of
tape resident large files,

data access time estimation.
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VSS Architecture

The architecture consists of the following main
modules:

- Virtual File Manager, which is responsible
for the VSS session authorisation, managing
the files stored in the VSS, resolving virtual
file names to physical replica instances,
negotiating the data transfer between LFM
and client application,

- Local File Manager, which manages the
physical files residing on HSM systems and
transfers data between the HSM system and
client application and estimates the data
access time for the specified physical file,

- Hierarchical Storage Manager, HSM
software allowing access to data residing on
tertiary storage,

- Meta Database, which keeps the
metadata needed

- Optimalization of Replicas, which is
responsible for the replica selection based on
the criteria of minimizing the data access
time,

- application using VSS. The application
communicates with the VSS via API -
Application Programming Interface.
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Virtual Storage System (VSS) is aimed at integrating the mass storage facilities being
used in the geographically distributed computing centers taking part in the project.

Motivation and goals
�
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Development of general
purpose visualization
system coupled with
simulation programs
Architecture which easily
allows to add new
modules for both
visualization and
simulation purpose
Ability to adjust easily the
visual form to the specific
needs of computational
projects
Portability of the clients’s
part of the system
Adaptive decomposition of
the tasks between the
client and the servers side.
Parallel processing
allowing on-line
visualization when needed
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