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General architecture
of the visualization system
The visualization system consists of three types of modules:
o computational server (data processing and analysis)
e proxy server (communication)
o presentation module — client’s application
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Virtual Storage System
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Motivation and goals
Development of general
purpose visualization
system coupled with
simulation programs
Architecture which easily
allows to add new
modules for both
visualization and
simulation purpose

Ability to adjust easily the
visual form to the specific
needs of computational
projects

Portability of the clients’s
part of the system
Adaptive decomposition of
the tasks between the
client and the servers side.
Parallel processing
allowing on-line
visualization when needed
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Virtual Storage System (VSS) is aimed at integrating the mass storage facilities being
used in the geographically distributed computing centers taking part in the project.

o There are goals of the VSS: o VSS functionalities are
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= Extension of functionalities of the local HSM systems, following:
« subsystem for fast access to large files residing on tapes, = replica selection,
= subsystem for estimation of data access time, = ordering of future transfers, 3
= development of meta-database for localization of the distributed — fast access to fragments of SG’Q”‘_’ .
data, tape resident large files, Tools & Applications
= development of Application Programming Interface (API) for data access time estimation.
communicating with the VSS modules
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The architecture consists of the following main

modules:

«VFM - Virtual File Manager, which is responsible
for the VSS session authorisation, managing
the files stored in the VSS, resolving virtual
file names to physical replica instances,
negotiating the data transfer between LFM
and client application,

oLFM - Local File Manager, which manages the
physical files residing on HSM systems and
transfers data between the HSM system and
client application and estimates the data
access time for the specified physical file,

«HSM - Hierarchical Storage Manager, HSM
software allowing access to data residing on
tertiary storage,

«MDB - Meta Database, which keeps the
metadata needed

«OR - Optimalization of Replicas, which is
responsible for the replica selection based on
the criteria of minimizing the data access
time,

«App - application using VSS. The application
communicates with the VSS via API -
Application Programming Interface.

Teleimmersion

<> rm

CAMERA VIEW

TECHNICAL
ASPECTS:

PRESENTATION

«JMX

3D SIMULATION

=2 RMI

NOTIFICATION

—> 1I0P

ROBOT CONTROL

« CORBA/ EXPERIMENT

RMI/
WebServices

Subsystem of

Avthentication ¥~
Subsystem of
Authorization

e OpenGL/
Java3D

V.

e Live
Streaming

¢ DEVICES

HrTP
Subsystem of

CAMERA CONTROL

‘ >unc
oz»row l "M

~ MBean
TrackerCam

STEERING

Distributed
Systems
Research
Group

http://www.ics.agh.edu.pl

Instrumentation
Generation

VIDEO SIGNAL -
[l (UsB)

CODING & STREAMING
SERVER

NAME SERVER

Contact information:
AGH - University of Science and Technology,

Department of Computer Science,
Academic Computer Center CYFRONET,

al. Mickiewicza 30, 30-059 Krakow, Poland http://www.ki.agh.edu.pl
ul. Nawojki 11, 30-950 Krakow, Poland, http://www.cyfronet.krakow.pl

The R&D is co-funded by the State Commiittee for Scientific Research and Silicon Graphics® under project no. 6 T11 0052 2002 C/05836.




